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In my introduction to this year’'s conference | will addressiestions that | believe
come to the core of our conference themmiaf operability. Do we human beings resist
change? Is it in fact a human problem and not a technical prab&mve are dealing
with? Can non-human intelligence exist? Do we even have a foeadtelligent
software? How did software, particularly intelligent softwiue, if we accept that there
is such a thing) evolve over the past several decades, and whathis &lk about a
Semantic Web environment? And, finally, what does the future hold in the next éive t
ten years?

Information technology and computers We are driven to advances in information
have become our useful partner ..
and enabler. technology by sinister forces.
. Instant global connectivity. ﬁ We find ourself suddenly at war...
. Fast data storage and processing. H ...facing unpredictable enemies...
P ful lysis and probl r P :
. sgﬂi;isgg?afcl:_an probiem ﬂ ...facing insecurity everywhere...
. El":tiellieﬁs:smonitoring L e ﬂ ...facing revolutionary changes.
Intelligent information management r N
. S8 vicas! H Our freedom is being threatened.
Enablement of the individual! Period of accelerated change!
A very exciting time in human history. A very unsettling time in human history.
Fig.1: “...it was the best of times...” Fig.2: “...it was the worst of times...”

| would like to start by paraphrasing one of my favorite authorsgl€hBickens. Many
of you will recall that in The Tale of Two Citieke started off the entire book with a long
paragraph that began with the words: "...it was the best of timessitthe worst of
times..." These are words that | believe apply very much toifdg are in the best of
times, because information technology and computers have become goastieit and
enabler that bring us very powerful capabilities. To mention afiéw (Fig.1), we have:
global connectivity; very fast data storage and processing depioegrful analysis and
problem solving assistance; tireless monitoring and warningtiegil and, intelligent
information management services. All of these capabilitiestigrenable the individual.
Today a single person is able to accomplish what entire orgamgaltiad difficulty
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accomplishing 20 to 30 years ago. Surely, all of this adds up to axeiting time in
human history.

But surely, we are also experiencing the worst of times.gfFig We are driven to

information system advances by very sinister forces. Suddenffynaveurselves at war,

facing unpredictable enemies, insecurity everywhere, and revoltiohange. Our very

freedom is being threatened. We are in a period of acceletsede and such periods
bring about a great deal of tension. Therefore, we are also@x@ag a very unsettling

time in human history. What are some of these changes, andréhiegeed profound

changes. We are transitioning from a society that wagllagpverned by a sense of
singularity to a society that has to increasingly deal witinality. Most everything that

we human beings have designed and produced in the past hasdud@mical in nature.

Mechanical systems are sequential systems. Organic systéonmation systems, are
pluralistic systems. They operate in parallel. So warareing from a world that used
to be paced by sequential actions to a world in which a great deal of parallabtsn e

Human Resistance to Change

We used to learn that the most efficient way of providing ses\ig¢o centralize those
services. Today we know that centralized facilities arer@ss liability, because they
present a tempting and relatively convenient target to terrtirishs become generally
acknowledged that we need to distribute our essential facilitiels sgrvices in a
networked manner with a high degree of redundancy. We are lgammmove from a
hierarchical organizational structure in management to a vety oflganizational
structure. This change in management philosophy and style is fextltemnce of the
enablement of the individual. Organizations are becoming incréasmigrested in
knowledge management, as they begin to realize the value of peeson in the
organization. Particularly, our military forces are moving frarocentralized command
and control environment to distributed command and coordination with powhe at t
edge.

There is another change that is much more subtle, yet very impor@ver the past
century mathematicians have made great strides in providingtugpewerful tools for

categorizing, analyzing and identifying patters in large aetiata. | am referring to the
field of statistics, which is largely based on norms (i.e., asfgatg the majority of any
data set or population). Means, standard deviations and confidence legésdless of
how accurately we can calculate them mathematically, do metug much protection
from asymmetric threats. Today, the exceptions are becomingandreore important.
That is a major paradigm shift. We can no longer consider the redone, but must
increasingly look at the exceptions. Yet, we have few if aojstto help us with the
assessment of exceptions. Whether a person is going to becoro&@ lsamber is not
something that you are going to be able to predict statisticallye factors governing
such behavior tend to be governed by exceptional circumstances.

We human beings have an innate aversion to change. Why is2hiSheoreason is that
we are in every respect experience-based. Our confidence tortteael comes from
our experience. As soon as we move out of our experience base weintwvee
unknown and we move into a risk area. Physiologically, we are agtrotibiological
evolution. Our brain is composed of different parts, some of which aptydeeted in
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the evolution of our earliest ancestors. We adapt continuously andhgaxperience as
we react to the stimulation of our environment. Psychologicaklyame subject to often
uncontrolled emotional forces. Our confidence is fragile. Weeadul of the unknown
and intellectually, as | mentioned previously, we are almost Bn&seerience-based.
We rely heavily upon intuition and our forecasts of the future are usually wrong.

{Western Union Executive - 1876: I
"The telephone has too many shortcomings to be seriously L
considered as a means of communication.”

We often see patterns where there
are none.

"Heavier-than-air flying machines are not possible.”

Thomas Watson, IBM Chairman - 1943: 1

"I think there is a world market for maybe five computers.”

A/ ~O0F]  The greater the complexity the more

—————F{ misleading intuition can be.
"It would appear that we have reached the limits of what is
possible to achieve with computer technology, although one

should be careful with such statements, as they tend to sound
pretty silly in five years.”

Ken Olson - 1977:

"There is no reason for individuals to have a computer in
their home."

We tend to be biased in favor of
status quo.

Bill Gates - 1981:

"640,000 bytes of memory ought to be enough for anybody".

We tend to judge new circumstances
based on past conditions.

\ Robert Metcalfe (inventor of the Ethernet):|
"The Internet will catastrophically collapse in 1996."

Fig.3: Forecasting the future Fig.4: The frailties of human intuition

The fact is that we are involved in changes that constituteaaligar shift and are the
cause of a great deal of tension. In talking about forecastingttire, not long ago in
1943 (Fig.3), we had the Chairman of IBM Corporation, Thomas Watsomgsdyi. |
think there is a world market for maybe five computers.” In 1949 yah Neumann
said with a little less certainty: “It.would appear that we have reached the limits with
what it is possible to achieve with computer technology, althoughhmnédsbe careful
with such statements as they tend to sound pretty silly in &aesy’ Ken Olson, in 1977
prophesized: “. There is no reason for individuals to have a computer in their home." In
1981, Bill Gates suggested that: 640K bytes of memory ought to be enough for
anybody.” And finally, Robert Metcalf the inventor of the Etlgrwarned us that:
“...The Internet will catastrophically collapse in 1996." So, we dom'ivéll looking
into the future for the simple reason that we have no experience to base that future on.

In terms of human cognition and intuition (Fig.4), the reality is Weabften see patterns
where there are none. The greater the complexity the moreawhisy) our intuition tends
to be. More often than not we are biased in favor of the status quaisbebat is our

experience and we tend to judge new circumstances based on past conditions.

Human and Non-Human Intelligence

Can there be non-human intelligence? Can the computer help us iectsion making
endeavors in an intelligent partnership role? The answer to thésiaquelepends very
much on our viewpoint or premises. Human beings tend to be ratheestdfed. We
believe that everything in our environment revolves around us. Therefone,dur
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human point of view, we are easily persuaded that intelligersemegthing that belongs
innately to us. This school of thought argues that computerseateoglic machines that
do not and will never display truly intelligent capabilities (Fig.S}ertainly, | would
agree that computers are unlikely to gain human intelligence ineliefuture. Several
strong arguments are advance by that school (Dreyfuss 1979 and 19¢fis®ind
Dreyfuss 1986, Lucas 1961, Searle 1980 and 1992). First, it is argudtuthans are
situated in the world by virtue of their bodies and that human letelligence is
impossible without a body. The second argument points out that symdasmning and
logic are not the basis of human intelligence. Human behaviortigational and
thinking does not necessarily follow rules. Third, it is argued thatworld can be
neither analyzed nor divided into independent logical elements.réfdine follows that
the formalization and simulation of intelligent behavior is not possiblehe final
summary argument of that school of thought is that for these stdsons intelligence is
the province of living creatures, specifically human beings.

Humans are self-centered and erroneous in their

Computers are electronic machines that do not and
will never display truly intelligent capabilities.

view that ‘human intelligence' and ‘intelligence'
are synonymous.

-m Fundamental elements of intelligence"

Humans are 'situated’ in the world (i.e., in a include the ability to n:emembe;; reason,
problem situation) by virtue of their bodies. learn, and discover.
Human-level intelligence is impossible

without a body. « Remembering is the lowest level of 'intelligence’

and computers are well capable of storing

massive amounts of data.

Symbolic reasoning is not the basis of human
intelligence. Human behavior is not rational
and thinking does not necessarily follow rules.

* Reasoning is a higher level of ‘intelligence' and
computers are capable of reasoning about data

if provided with context.
The world cannot be analyzed (i.e., divided) « Computers have been known to have learning-
into independent logical elements. Therefore, like capabilities.

the formalization and simulation of intelligent

behavior is not possible. » Computers can discover information through

associations and pattern matching.

Human intelligence and computer-based intelligence

Intelligence is the province of living creatures,
can be applied to complement each other.

specifically human beings.

Fig.6: A general view of intetlege

Fig.5: The human view of intelligence

A more general view of intelligence would hold that there swene fundamental
elements of intelligence such as the ability to remember, asorg to learn, and to
discover or create (Fig.6). From that point of vieamembering as the lowest level of
intelligence can certainly be accomplished by computers. Indaetcould argue that
that the storage capacity of computers exceeds the long temony capacity of human
beings. Reasoning is a higher level of intelligence and computers are capable of
reasoning as long as they have some context within which tonre&omputers cannot
reason about data without context. | will come back to that issadaw minutes. Also,
computers have been shown to have some learning capabilities, and e¢ernaateven
discover information through association and pattern matching. The cafickptovery
is a core capability on which many of the expected capiabilbf the Global Information
Grid (GIG) will depend. That is, the notion that a software appbo will be able to
automatically discover resources.
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The Need for Intelligent Software

Whether there is a need for intelligent software, is the nexbab\question? Until about
four years ago, whenever | made a presentation like this thered aladys be a number
of people who would come to me afterwards and sayweéll. this all sounds very
feasible, but do we need computer intelligence? Surely, we hunrags ls¥e the ones
who have intelligence and we will be able to do the necessarpniegsand
interpretation of data.” Today, | rarely hear those argumentsugeaee are beginning
to realize that we are inundated with data, and we desperately need help.

There are essentially two compelling reasons why computeraeftmust increasingly
incorporate more and more ‘intelligent’ capabilities. The fiestson relates to the current
data-processing bottleneck. Advancements in computer technology oyasthgeveral
decades have made it possible to store vast amounts of dagatmrét form. Based on
past manual information handling practices and implicit acceptainte principle that
the interpretation of data into information and knowledge is the redpidgsof the
human operators of the computer-based data storage devices, em@sapisiced on
storage efficiency rather than processing effectiveness. Typidaita file and database
management methodologies focused on the storage, retrieval and @ompaf data
transactions, rather than thentext within which the collected data would later become
useful in planning, monitoring, assessment, and decision-making tasks.

The second reason is somewhat different in nature. It relatébet complexity of
networked computer and communication systems, and the increased rebfince
organizations on the reliability of such information technology envirorsnasthe key
enabler of their effectiveness, profitability and continued existence.

The Data-Processing Bottleneck

This requires further explanation, as a fundamental issue and one pfirnary
forces driving the evolution of software intelligence. The designany
information system architecture must be based on the obvious trutiheharly
meaningful reason for capturing and storing data is to utilizen the some
planning or decision-making process. However for data to baldsefplanners
and decision makers they have to be understood in context. In other dateds,
are just numbers and words that become meaningful only when theeaed
within a situational framework. This framework is typicallyfided by
associations that relate data items to each other and perifdeiais, which
influence the meaning of the data in a particular situation. &etbcistated,
numbers and words (i.e., data) found within a rich set of relationbleipeme
information, which provides the necessary context for interpretinmméaming of
the data, the recognition of patterns, and the formulation of rulesnonin
referred to as knowledge.

The larger an organization the more data it generate$ @sdl captures from
external sources. With the availability of powerful computardtvare and
database management systems the ability of organizatiottse¢casd order these
data in some purposeful manner has dramatically increased. Hovatvbe
same time, the expectations and need to utilize the stored datanitoring,
planning and time-critical decision-making tasks has become ar rhaman
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resource intensive preoccupation. In many respects this date-deotrs has
become a bottleneck that inhibits the ability of the organizatiefficiently and
effectively accomplish its mission.

A\

Automatic Absorption of Data as Information

Through Human Held Context

Organized
and

Unorganized Data

LOW LEVEL DATA
(UNORGANIZED)
HIGH VOLUME LOW VALUE

Fig.7: From data to knowledge Fig.8: Human interpretation of data

The reasons for this bottleneck are twofold. First, large orgamsaare forced

to focus their attention and efforts on the almost overwhelming tagik/ed in
converting unordered data into purposefully ordered data (Fig.7). Mulves,

in particular, the establishment of gateways to a large humbeetefogeneous
data sources, the validation and integration of these sources, the standardization of
nomenclatures, and the collection of data elements into logical ndadizls.
Second, with the almost exclusive emphasis on the slicing and ditidgta,
rather than the capture and preservation of relationships, the itdépreof the
massive and continuously increasing volume of data is left to #re abthe data
(Fig.8). The experience and knowledge stored in the human cogrysitens
serves as the necessary context for the interpretation azdtidil of the ordered

data in monitoring, planning and decision-making processes. However, the burden
imposed on the human user of having to interpret large amounts oftda@ a
lowest levels of context has resulted in a wasteful and ofteffeative
application of valuable and scarce human resources. In particular, it @itisntde

late or non-recognition of patterns, overlooked consequences, missed
opportunities, incomplete and inaccurate assessments, inabiligspord in a
timely manner, marginal decisions, and unnecessary human burn-out.arbese
symptoms of an incomplete information management environment. An
environment that relies entirely on the capture of data and thiy abits human

users to add the relationships to convert the data into information amedbythe
provide the context that is required for all effective plannimgj decision-making
endeavors.
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A more complete information management environment considers datétie be
bottom layer of a three-layer architecture, namely:

A Data Layer that integrates heterogeneous data sources into accessible
and purposefully ordered data. It typically includes a wide vawoéty
repositories ranging from simple textual files to databasesa Portals,

Data Warehouses, and Data Marts.

A Mediation Layer that defines the structure of the data sources (i.e.,
logical data models), data transfer formats, and data transiommates.

The two principal purposes of the Mediation Layer are to fatlithe
automated discovery of data and to support the mapping of data to
information. In other words, the Mediation Layer serves as atmg@is

all definitions, schemas, protocols, conventions, and rules that are dequire
to recognize data within the appropriate context. The Mediation Layer also
serves as a translation facility for bridging between dath structural
relationships (e.g., based on a logical data model) and informatiors that
rich in contextual relationships.

An Information Layer that consists of many functionally oriented
planning and decision-assistance software applications. Typitadye
applications are based on internal information models (i.e., object snodel
or ontologies) that are virtual representations of particularqustof the

real world context. By providing context, the internal information rhode
of each application is able to support the automated reasoning degsabili
of rule-based software agents.

In such a three-layered information management environment theat\edi
Layer continuously populates the information models of the applicaitiotize
Information Layer with the data changes that are fed totih@yData Layer. This

in turn automatically triggers the reasoning capabilitieshef doftware agents.
The collaboration of these agents with each other and the humaraseisutes

a powerful, near real-time, adaptive decision-support environment. germgsa
can be looked upon as intelligent, dynamic tools that continuously monitor
changes in the real world. They utilize their reasoning andputational
capabilities to generate and evaluate courses of action in resigobséh real
world events and user interactions. As a result the human uskevedeof many

of the lower level filtering, analysis, and reasoning tasksalet necessary part

of any useful planning and problem solving process. However, just as
importantly, the software agents continuously and tirelessly mothrreal
world execution environment for changes and events that may impagehtcar
projected plans.

The Increasing Complexity of I nformation Systems

The economic impact on an organization that is required to maragahginate
and maintain hundreds of interfaces between data-processingnsysied
applications that have no ‘understanding’ of the data that theyegtered to
exchange, is enormous. Ensuing costs are not only related to the mesguifer
human resources and technical maintenance (normally contractéckesg but
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also to the indirect consequences of an information systems envirotiraghts
hundreds of potential failure points.

Recent studies conducted by IBM Corporation and others have highlighted the
need for autonomic computing as the organizational expectations and degendenc
on information services leads to more and more complex networked @mput
solutions (Ganek and Corbi 2003). In the commercial sector “...it IS now
estimated that at least one-third of an organization’s IT (Irdtion Technology)
budget is spent on preventing or recovering from crashes” (Pat&trabr2002).
Simply stated (Fig.9), autonomic computing utilizes the ‘understanthag’can

be represented within an information-centric software environmentildw a
systems to automatically: (1) reconfigure themselves undemnadigally changing
conditions; (2) discover, diagnose, and react to disruptions; (3) maxiesizerce
utilization to meet end-user needs and system loads; and, (4) dsticptect,
identify, and protect themselves from external and internal attacks.

Ability to adapt to dynamically
I . changing environments (e.g., plug lies normal performance I . .
Self-Configuring | and play devices, addition of new Apl:’"e"ics to 'i):entify lﬂfﬁ?.’gﬁ:ﬁﬂ}:‘ﬁ?ﬂﬁ:ﬁ
features and software) without problematic behavior e

disruption.

. Ability to anticipate, discover,
Self-Healing diagnose, and react to disruptions.

Learning
Capabilities

ol

Internal
Knowledge Base

Ability to monitor and tune
Self-Optimizing resources automatically, across

multiple heterogeneous systems.

Ability to anticipate, detect,
Self-Protecting identify, and protect itself from Implements necessary [Applies case-based reasoning

attacks originating anywhere. changes and archives and decision-support

capabilities to correct or

lessons learned compensate for the problem

Fig.9: Desirable autonomic capabilities Fig.10: Autonomic self-heatiigjéa

These same studies have found that more than 40% of computer system
disruptions and failures are due to human error. However, the root dahese
human errors was not found to be lack of training, but system compléxitgn

we consider that computer ‘downtime’ due to security breaches enavary
actions can cost as much as (US)$2 million per hour for banks and bmkerag
firms, the need for computer-based systems that are capabdenablling
themselves (i.e., have autonomic capabilities) assumes critical importanc

A core requirement of autonomic computing is the ability of a comybased
information system to recover from conditions that already hausedaor will
likely cause some part(s) of the system to fail. As showngril@j this kind of
self-healing capability requires a system to continuously moitgelf so that it
can identify, analyze and take mitigating actions, preferaigrb the disruption
takes place. In addition, the system should be able to learn fromwits
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experience by maintaining a knowledge base of past conditionsabhatcaused
malfunctions and the corrective measures that were taken.

In summary, the continued expansion of networks (e.g., the Internet asutdsssors)
will provide seamless connectivity among countless nodes on a gloddal While the
collection of data has already increased enormously over theguzsle, the availability
of such a global network is likely to increase the volume of dataeleral orders of
magnitude. Such a volume of raw data is likely to choke the giatalork regardless of
any advances in communication and computer hardware technology. To oedtiem
very real problem there is a need to collect data in costextat only the data that are
relevant and useful are collected and transmitted within the networked enemmbmiost
(if not all) of the necessary filtering must be achieved auticaibt for at least three
reasons. First, organizations cannot afford to utilize human resdoroepetitive tasks
that are tedious and require few human intellectual skills. Seceenl ifean organization
could afford to waste its human resources in this manner it would esdwaust its
resources under an ever-increasing data load. Third, it does not ere for an
organization to ‘burn-out’ its skilled human resources on low-level taskisthen not
have them available for the higher-level exploitation of the mé&tion and knowledge
generated by the lower level tasks.

Finally, the increased reliance on computer-based informat&terag mandates a level
of reliability and security that cannot be achieved through mameans alone. The
alternative, an autonomic computing capability, requires the softtkatecontrols the
operation of the system to have some understanding of system compamnerttseir
interaction. In other words, autonomic computing software demandsilarsimternal
information-centric representation of context that is required in supptre knowledge
management activities in an organization. In both cases the aMgilabdata in context
is a prerequisite for the reasoning capabilities of softvegrents (i.e., the automatic
interpretation of information by the computer).

A Framework for Assessing Softwar e Capabilities

Just like the initial conception and implementation of computing dewessdriven by
the human desire to overcome the limitations of manual calmulahethods, the
advancements in computing technology during the past 50 years have ikearbgrthe
desire to extend the usefulness of computer-based systems intdywettery human
activity. It is not surprising that after several orders agmtude increases in hardware
performance (i.e., computational speed and data storage capacityl 9P8h had been
achieved, attention would gradually shift from hardware to software.

Increasingly software is being recognized as the vehicledimputers to take over tasks
that cannot be completely predefined at the time the softwalevedoped. The impetus
for this desire to elevate computers beyond data-processingjzatioa and predefined
problem-solving capabilities, is the need for organizations and indigidodbe able to
respond more quickly to changes in their environment. Computer softharéas no
‘understanding’ of the data that it is processing must be destgnexkcute predefined
actions in a predetermined manner. Such software performsvedirin all cases where
it is applied under its specified design conditions and perfanorgasingly poorly, if at
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all, depending on how much the real world conditions vary from those ndesig
specifications. Instead, what is needed is software that incogpotabls, which can
autonomously adapt to changes in the application environment.

Adaptable software presupposes the ability to perform some defjreetomated
reasoning. However, the critical prerequisite for reasoninghes situational context
within which the reasoning activity is framed. It is thereferot surprising that the
evolution of computer software in recent years has been largedgqu@ed with the
relationship between the computational capabilities and the repaiea of the data that
feed these capabilities. One could argue that the historicafrpathunconnected atomic
data elements, to data structures, relational databases, datés,objgect-oriented
databases, object models, and ontologies, has been driven by thetdesicvide

information context in support of automated reasoning capabilities.

However, to be able to present a true historical perspective @viblution of software it

IS necessary to take into account a more comprehensive s#genaclin fact, there are
several factors that have in the past and are continuing to contigbtite evolution of
intelligent software. This section will attempt to establisketof categorization criteria

to serve as a framework for tracing the capabilities ofvswét. Since these capabilities
are closely related to the design and implementation of the corffaged environment
within which the software is required to operate, the proposed frarkemith utilize
system architecture as a yardstick and milestone component. The following eight system
architectures have been selected to serve as milestontee fassessment of software
capabilities:

» Single data-centric applications that operate in a stand-alone mode and
receive data from user interaction and other closely coupledeso{g@., data
files and dedicated databases).

» Confederation of linked data-centric applications with application-to-
application data bridges. Also described as ‘stove-pipe’ sysbecesuse the
system components are essentially hardwired to only work togefttan
their confederation.

» Shared database systems consisting of multiple data-centric applications that
are able to share data between themselves and a common repdsibaigh t
application-to-database bridges. The repository may be eitheingte s
database or a distributed database facility.

» Distributed expert systems with dedicated knowledge bases (i.e., rules) and a
single shared fact list (i.e., data).

» Distributed static information-based applications with collaborative agents,
capable of exchanging data with external data-centric applications.

» Didtributed static information-sharing applications with collaborative
agents, capable of interoperating at the ‘information’ level wather
ontology-based applications and capable of exchanging data with éxterna
data-centric applications.

» Didtributed extensible information-sharing applications with collaborative
agents, capable of interoperating at the ‘information’ level wather

10
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ontology-based applications and capable of extending their internal
information representation (i.e., ontology) during execution.

» Semantic Web services capable of discovering other Web services and
dynamically configuring themselves into distributed systems omsameeded
basis.

, , stand- [ linked [ shared de- M extensible compe-titjve]
0|System Configuration alone |]systems |ldatabase ;g:‘vF;Lii services L] services

o .sp%arse . 1Eich e_xt$nsible dyPamic
. 0D) ITIi Iinrorm- inrorme- mntorme- nrorm-
ellnternal Representation | 4.ta || data ation ation ation ation

model model model model

| m— |

i [ [ c ) collabor
0|So|ut|on Methodology | Static [ static [looperati]pattern [1COTROO T generated

| m—

Igorithms rules agents [dmatching agents agents
- . predefined[ Jpredefined[]extensiblef Jgenerated[] mobile
o | Assistance Capabilities solutionsL]  tools tools tools tools
O| Intellectual Capabilities rememb-'easoning | discover{ ] iearning creating||
ering ing
, domain [ system [ inform- self-
0' Internal Understanding none | k' ctionsl lawarenesd =-..~f:::trlgr?ess awareness]

Fig.11: Software characterization categories and their capabiteyi@r

The software capabilities that have been in the past or driodtly prevalently applied
in each of these system architectures are charactesitleith six capability groups as
shown in Fig.11. While the first of these groups (i.e., Grougdydtem Configuration) is
intended to describe principal architectural features, the atleegifoups are focused on
the degree to which the software is capable of representing aoelsping data with or
without context in partnership with the human user. Fundamental irefiisat is Group
(2) Internal Representation. The manner in which an application represents the data that
it is intended to manipulate essentially determines the levebfoivare intelligence that
the application is capable of supporting. Group (2) differentiatesg applications that
represent data without context (i.e., ‘raw data’ and ‘objectified’)applications that
provide context in the form of a static information model (i.e., spafeeamation model’
and ‘rich information model’) and applications with information moddiat tare
extensible during execution (i.e., ‘extensible information model’ angnaohic
information model’). The remaining four groups address the genevhition
methodology available to the application, its decision-support capadildand the level
of internal ‘understanding’ of its capabilities, activities andmsic nature. The divisions
within each of the groups will be defined in more detail during teeudsion of each of
the eight system architectures.

11
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The first system architecture for discussion (Fig.12) is sgmtative of the typical early
computer applications, namely a stand-alone application that reediwdsts data from
the user and/or data sources that are considered to be part pplicaten. Whether or
not the data are treated as discrete elements or objectsntehmal Representation
includes only a very limited set of relationships and therefuksl| context. Under these
circumstances théssistance Capabilities are limited to predefined solutions utilizing
static algorithms, no internal understanding can be provided bephesentation of data
without relationships, and thatellectual Capabilities of the software are restricted to
‘remembering’ since the data are stored in the computer. Thadsegstem architecture
(Fig.13) adds data bridges between several data-centric ajgplscaEach bridge is
simply an application-to-application mapping of the data format ofappécation to the
other. Therefore, the only capability that this architecture adds to the pig\dmesissed
architecture is that th8ystem Configuration supports a confederation of tightly linked
applications.
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The shared database architecture (Fig.14) constitutes a ma@vement over the first

two system architectures by separating the data from pgpkcation and placing the
former into a common repository that is external to all of thplieggions. The
recognition that data and not the application should be the dominant component of a data-
processing environment sets the stage for interoperability antigené software.
However, it does not directly contribute any additional capabilitteghe software
criteria. The reason is the absence of data context, and thissapglially to the three
system architectures discussed so far.

The distributed expert system architecture shown in Fig.15 on the other handy&ytir
its internal knowledge base of rules, driven by a shared repositdacts, adds several
new capabilities to the software. Each knowledge base providesonshaps and
therefore represents a local component of what might be ch@&adteas a sparse

12



Office of Naval Research (ONR) Conference and Wawks Quantico, VA, Sep.8-9, 200/RESUSE]

information model. This model provides adequate support for some form ofaatbm
reasoning within the typically narrow domain of each expert systédthough the expert
systems (or agents) now operate as tools rather than preidesolutions, their rules
are nevertheless predefined and typically not extensible during execution.
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For at least two reasons the concept of expert systemssesps a milestone in the
transition from data-processing to information-centric softwarest,Ht showed that
automated rule-based reasoning is in fact feasible and thelelmed the field of
artificial intelligence to regain some confidence aftereigslier failures. Second, the
largely opportunistic pattern-matching nature of an expert syisiidrthe foundations for
the notion of demon-like modules with particular data interests thdt de triggered
into action by data changes. Over the next decade these modulespddvatoflexible
software agents that asguated in some environment and capableaofonomous actions
(Wooldridge and Jennings 1995, Pohl et al. 2001 (32-33)). It was highhalesfor
these agents to be capable of acting without the direct inteomenit human users (or
other agents), thereby providing the system with some degree oblcomér its own
actions and internal state. The ability to achieve this levalutdnomous behavior was
greatly facilitated by situating the agent in a sufficientiell represented environment,
which it can monitor and act upon. Triggered by its environment the agthen able to
respond to changes in the environment, exercise intiative through geetkdireasoning
capabilities, and utilize the services of other agents (includieghuman user) to
supplement its own problem-solving capabilities in a collaborative fashion.

The desire for software agents to perform increasingly morgabl and human-like
reasoning tasks focused a great deal of attention on the veprakentation of the real
world environment in which the agent is situated. It became dhiedirthhe reasoning
capabilities of a rule-based software agent depend largelgeorichness of the virtual
representation of this physical and conceptual environment. Takingitageaof the
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capabilities of object-oriented languages, which allow objects tedresented as classes
with attributes and relationships, a new generation of applicatittwase with internal
object-based information models was born (Figs.16, 17 and 18). Titeesttem referred
to as ontology-based applications and are typically distributed in nature.

It should be noted that the term ontology is commonly used rather lasalypynonym
for object model. Strictly speaking, however, the term ontologyehasuch broader
definition. It actually refers to the entire knowledge in aipaldr field. In this sense, an
ontology includes both an object model and the software agents thabmable of

reasoning about information within the context provided by the objedeh{i.e., since

the agents utilize business rules, which constitute some of the dahgeviwithin a

particular domain). In this paper the common use of the term ontolagy @sject model

(i.e., context) is implied.
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Fig.16: Information-based applications Fig.17: Information-sharing appigat

The information-based architecture shown in Fig.16 typically ctsnsis components
(e.g., agents and user-interfaces) that communicate with each tbitoeigh an
information-serving collaboration facility. Each component includedewvant portion of
the ontology and a subscription profile of the kind of information thiat iiterested in
receiving from this facility. Since the components have at keéimited understanding of
the real world situation only the changes in the situation need torbmenicated to
them. While the existence of a subscription service obviates #tkfoecomputationally
expensive queries in most cases, the ability to restrictdhenunication to changes in
information also greatly reduces the amount of data that has txdfanged. This
applies equally to the information-sharing architecture and thensikte information
architecture shown in Figs.17 and 18, respectively. Also, in all thfréeese software
architectures system capabilities support (and promote) decoupjditations that
interact via these services, which are accessed interralbugh clearly defined
interfaces. Apart from simplifying the design and developmestuoh applications, this
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allows services to be seamlessly replaced as long as tlaeeem@nt service adheres to
the same interface definition.

The principal differences among these three architecture®lated to the adaptability
and accessibility of the ontology within each of the informationfaesaystems. First, in
both the information-based (Fig.16) and the information-sharing (Figrtijtectures
the ontologies are predefined at the time the applicationsoanpiled and cannot be
changed during execution. While it is certainly possible to baotldl an ontology some
degree of flexibility that allows for the definition of variatiook existing object types
during execution, the context-based definition of new objects requiregpgteation to
be recompiled. In other words, the ontology is essentially staéc thie application has
been compiled. In the extensible information-sharing architecturenshrowig.18, an
application is able to gain and share knowledge in its interactidhsother applications
that have similar capabilities, or with human users. The abilignapplication to extend
its understanding (i.e., to increase the context within which gstagare able to reason
about changes in the real world situation) is still largetylgject of research. It involves
the construction of context from data with sparse relationships, witigitively would
appear to be a poor approach. However, utilizing lexical (Fellbaum 1998) andhatgori
approaches developed in the natural language research domains¢Reded Bruce
1998), some surprisingly promising progress has been made in thisinaréee
commercial arena (Cass 2004).
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Fig.18: Extensible information-sharing Fig.19: Semantic Web services
applications

Second, in terms of accessibility, the subscription capabilitmbedded in the
components of an information-based system can be equally applied awntigde

systems by having the information-serving collaboration fgaiiftone system subscribe
to the information-serving collaboration facility of another syst&his is potentially a
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very powerful approach that allows information-centric systemnsctle as clusters of
networks within a networked environment.

The software architectures described so far (i.e., Figs.12 t@rb8yessively evolved
from stand-alone systems that encapsulate their own data, tonsytat are able to
share data based on predefined formats for data representationstémnssythat
incorporate rich but static information models and are able to suppdomated
reasoning capabilities, to systems that are able to extend their iméon@ation models
in collaboration with similar ontology-based external systems. Wittis evolutionary
path the transition from data-based to information-based internalsesggation schemas
is the enabling step that has endowed software with incregsimiglligent capabilities.
However, the fundamental mechanism for achieving these capahsgitteg ability to
automatically reason about changes in the current state eittladon described by the
information model. Once expert systems (Fig.15) had demonstratedetmsining
capabilities could be provided by conditional rules (i.e., a knowledge bhase o
productions) and triggered by changes in a simple fact-list, arbeaclear that much
could be gained by expanding the representational capabilitigbeofact-list and
incorporating in it many of the relationships that were formerigoded in the rules of
the knowledge base. This contributed to the formal separation within an applicatien of
representation (i.e., object model or ontology) and the logic that isedpg this
representation by agents. While initially most of the complexitthese ontology-based
applications continued to reside in the agents, the availabilityooé powerful modeling
concepts and tools is gradually allowing more and more of the coitypiexe moved
from the agents into the ontology. This suggests a trend that app@airsor the earlier
separation of an application from the data it is designed to matafigg.14), namely
the separation of the information representation from the applicatabsncorporate
reasoning capabilities. The combination of this trend with an infiimmaentric
Internet-like environment will cast applications into the role of capaltibised services.

This is the emerging concept portrayed by the semantic Welteeichitecture shown
in Fig.19. However, before describing this software architectusenecessary to briefly
discuss the architecture and capabilities of the existing eataiec Web services. They
typically comprise a Web-Server that utilizes the Hyper-Tieansfer Protocol (HTTP)
for communication, the Universal Description Discovery and IntegratidbD()
protocol as part of the standard definition of Web services regisand a Registry that
already contains an entry for the accessing application asaselhy number of other
Web services. UDDI is an international standard that defnegt of methods for
accessing a Registry that provides certain information to agssiog application. For
perhaps historical reasons UDDI is structured to provide infoomatbout organizations,
such as: who (about the particular organization); what (what seraieeavailable); and,
where (where are these services available).

The Simple Object Access Protocol (SOAP) defines a protocdihéodirect exchange of
data objects between software systems in a networked envirornbygolvides a means
of representing objects at execution time, regardless of therlyimdy computer

language. SOAP defines methods for representing the attributessaodations of an
object in the Extensible Markup Language (XML). It is actualigeta-protocol based on
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XML that can be used to define new protocols within a clearlynddfi but flexible
framework.

Web-Services are designed to be accessed by software. ¢arteatly prevalent data-
centric software environment they are generally clients to the middiesvaata sources.
The middleware collects the required data and sends them back Weh service,
which reformats the data using the SOAP protocol and passes therth@memguester.
Depending on its original specifications, the requesting applicatibrhave the data
downloaded on disk or receive them directly on-line. If the Web selwiaalata-centric
application then a data-to-data translation must be performed intheiclame way as is
necessary when passing data between two data-centric applications.

Returning to the software architecture shown in Fig.19, the empisasis the word
semantic. In this architecture the semantics are embedded in an ontalbigyy provides
the necessary context for automated reasoning. A semantic \Wate séherefore, is an
ontology-based application (may be mobile) with certain capabili@esen a particular
intent it seeks the services that it determines to be negdssasatisfying this intent.
Having found one or more such Web services it self-configures i these
discovered services into a temporary system. Depending on needscantstances this
transitory system may reconfigure itself by discardingstex members when their
capabilities are no longer needed, adding new members when othermemuisrarise, or
dissolving itself altogether once it determines that its intea been adequately
executed.

To meet these capability objectives a semantic Web senaahes the highest-level
criteria in all but one of the six software characterizatidegmies shown in Fig.11 and
13. First, it operates in a competitive environment where it cattsal service from
several offering candidates, and presumably negotiate the tératceptance. Second, it
incorporates a rich and extensible information model that will ahdygamically as the
semantic Web service discovers, collaborates with, and shares onfi@ggyents with
its transitory partners. This provides the ability to creatérmaintain a desirable degree
of common understanding within the self-configured system. Third, byeviof this
common understanding the agents of each member of the systatvleate collaborate
beyond the boundaries of the particular semantic Web servicéhthatare housed in.
Furthermore, any new agents that may be generated in respoasedently emerged
need will likewise be able to collaborate globally within the system.

Forth, the agents, which constitute the primary assistance dapahif the system,
become highly adaptable tools. They are extensible, they maynbeaged dynamically
during execution to satisfy emerging new needs, and they can beniemiézl to operate
in a mobile mode. Fifth, the collective intellectual capabilibéshe system include the
ability to discover capabilities that may be made availaplexternal services and the
ability to increase its understanding of context by extending the ontologie® @ir more
of its members through their interaction and the addition of new mertibéhe system.
It can be argued that this dynamic acquisition of new knowledgefasm of learning,
however, it does not necessarily imply an ability to create new lkdge. Whether or
not the semantic Web architecture will be able to createkmemwledge is very much a
matter of conjecture at this time.
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Finally, in thelnternal Understanding category the semantic Web architecture is rated to
have the potential for reaching the highest criterion, ‘seHiraness’. As further
explanation it should be noted that this characterization categotyekasbased entirely
on the representational capabilities of ontologies, since the authnot sware of any
alternative method for creating internal understanding in software. Ontolrgieapable
of not only representing physical objects such as buildings, conveyances (g,doats,
aircraft), supplies, weapons, and organizations, but also conceptaatsobych as the
notions of mobility, threat, privacy, security, consumability, amars. This has been the
predominant focus of ontologies to date. However, in addition, ontologieshlkerdoa
represent the behavioral characteristics and relationships ofothpooents of the
software system itself. This is the domain of autonomic compudisayssed previously,
whereby a system is charged with continuously monitoring its @eriormance,
exposure to intrusion, vulnerability to failure or degradation, and ingiléng remedies
spontaneously as needs arise.

A third and much higher level of representation is the abilitg gfystem to express to
another system its nature, interests and capabilities. Whapled here is not simply an
indication that this is a software system written in the Jesmputer language,
supporting the following interface protocols, and listing explicitgfined capabilities.

This kind of explicit introduction is similar to the directed sbacapabilities that are
offered by the query facilities of any database managesyat¢ém available today. To
fully support the requirements of ‘discovery’ the system should betaldemmunicate

its nature, interests and capabilities in a conceptual mannearBhegy in the database
domain is a conceptual search capability, where the targbedfearch is only vaguely
defined as being something like something else and is expectedietw doeyond the

boundaries of any particular database or database managememt @shl et al. 1999,

69-74). The ability to represent this kind of ‘self-awarenesahiontology appears to be
well beyond current knowledge modeling capabilities.

The Semantic Web Initiative

It is unlikely that anyone predicted in the early 1970s when tleenkett first appeared on
the foundations of the ARPANET project funded by the U.S. DepartmebDefaEnse
Advanced Research Projects Agency (DARPA) that some 30 yatarsih 2003 the
Internet would be used on a regular basis by more than 600 million Eeapkerve as
the preferred medium for close to (US)$4 trillion in business tctioss. However,
although the Internet provides almost instant global connectivitypatential access to
an enormous volume of information, all of that information is storeddanvdevel form
as data. As a result, even the most powerful search enganeslcclittle more than
pattern-match on keywords as they attempt to retrieve usersteduaformation. The
product of such data searches is typically hundreds of informationesmferences that
may or may not be useful to the human user. The latter mayhthento spend hours
reviewing each source to determine whether it is relevatitedgurpose of the search.
This was not the intention of the creators of the World Wide Webn@s-Lee and
Fischetti 1999).

There is a valid concern that the more successful the Internet becomes in prglablaig
connectivity to millions of users, with a corresponding exponential thraw the
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availability of information, the less useful it will become asaarce of information.
Succinctly stated the evolution of the Internet, like softwareesys in general, has been
driven by the ability of computers to rapidly manipulate vast amafrdata without any
understanding of the meaning of the data being processed. The vidioe $&mantic
Web is intended to overcome this serious deficiency by makinghtbemation on the
World Wide Web understandable by computer software. Signs of thisnvisve
become evident with the increasing interest in adding semantics to data.

The historical development of data manipulation and storage technicgteshbwed a
preoccupation with efficiency, leading to the deletion of contextfawor of the
arrangement of data into neatly packaged records. This appeared petiectly logical
approach in line with the notion that the application, and not the data,esahker of the
desired functionality. Accordingly, the data requirements were psntated in the
application, and even when programming languages began to acquire olejateteor
facilities the more prominent role assigned to data was largely hidutarttie users deep
inside the application.

All of this seemed to work quite well until the need for interopiitg and the attendant
requirement for the exchange of data among applications surfacedproblems were
quickly recognized. First, since each application controlled its data schema the
linking of multiple applications required application-to-application datgppings that
led to hardwired systems. It soon became apparent that whises ipossible to maintain
the vertical flow of data within each of these stovepipe systémsas inordinately
difficult to exchange data horizontally between stovepipes. The s@cobm centered
on this need for horizontal interoperability: How to exchange daveele@ two stovepipe
systems so that the receiving application will be able to prdbessnported data in a
useful manner? There appeared to be two possible approaches fossimddrthis
problem. To explicitly predefine the data exchange format and cortento add
meaning-identifiers to the data. The first approach, while providinmgodest level of
interoperability in the short term, exacerbated the problem inldhg term. The
hardwired data bridges were difficult and costly to maintain, providee (if any)
flexibility, and constituted multiple system failure points. Theosel approach led to the
definition of standard data exchange protocols that conveyed tedéieing application
at least some indication of the meaning of an imported data packates® protocols
the Extensible Markup Language (XML) is rapidly gaining wideagdracceptance. XML
provides a degree of syntactic interoperability through nestdréleord delimiters (i.e.,
Unicode characters), data meaning-identifiers (i.e., tags), akd 10 other resources
(i.e., Uniform Resource Identifiers).

Does a protocol like XML convey sufficient meaning to support horizonta
interoperability? The answer is, no. The XML elements that@dedato a data exchange
package to convey meaning are of value only if the receiving appfiaanderstands the
name of each element. For example, the tag name “address’yisuseful to the
receiving application if it interprets that name to have theesam@aning as the meaning
assumed by the sending application (i.e., “address” could mean atidretss, e-mail
address, object reference ID, etc.). However, XML does provide acsigntoundation
layer on which other layers such as the Resource Descriptioretak (RDF) can be
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built. The combination of these layers will serve as the enallingture of what is
referred to as the Semantic Web.

The vision of the Semantic Web is an information-centric environnrenivhich
autonomous software services with the ability to interpret dafsoried from other
services are able to combine their abilities to accomplish ssefel intent. This intent
may range from simply finding a particular item of informatiorthe more sophisticated
tasks of discovering patterns of data changes, identifying atidingti previously
unknown resources, and providing intelligent decision-assistance in coarlettme-
critical problem situations. An example of such an environment i$E&RID proof-of-
concept system that was first demonstrated by the Collabordieet Design Research
Center (CADRC) during an Office of Naval Research Workshop inhigsn in
September 2002 (Gollery and Pohl 2002). A brief summary of this demamstrait
provided in the following section.

TEGRID: An Experimental Web Services System

The principal components of the TEGRID demonstration are ontologgb¥dgeb

services that are capable of seeking and discovering existitgséfeices, extending
their own information models through the information model of any disedvéveb

service, and automatically reasoning about the state of thamahiaformation models.
As shown in Fig.20, these components (referred to as Cyber-Spiddf§&iRID) consist

of three principal components: a Web server; a semantic Webceerand, an
information-centric application.

Scenario
Since Fall 2001 California has been threatened by
intermittent electric power shortages. TEGRID is
designed to assist the Los Angles County Sheriff's

Department to respond to rotating power blackouts.
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Fig.20: Anatomy of a Cyber-Spider Fig.21: Cast of TEGRID players

The Web server, utilizing the standard Hypertext TransfetoPol (HTTP), serves as the
gateway through which the Cyber-Spider gains access to othén@xfgeb services.
Existing Web servers primarily provide access to Hypéeméarkup Language (HTML)
data sources and perform only simple operations that enables atxesxternally
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programmed functionality. However, these simple operations currenttythe building
blocks of the World Wide Web.

The second component of a Cyber-Spider is a semantic Web semica (Web service
with an internal information model). A Web service is accessealgir a Web server
utilizing standard protocols (e.g., UDDI, SOAP, WSDL, SML) andc&pable of
providing programmed functionality. However, clients to a standard \WWebce are
usually restricted to those services that implement spgmiédefined interfaces. The
implementation of Web services in the Internet environment allowganaations to
provide access to applications that accept and return complex sobjgeb service
standards also include a limited form of registration and discowdrigh provide the
ability to ‘advertise’ a set of services in such a way finaspective client programs can
find services that meet their needs. The addition of an internahiafmm model in a
semantic Web service allows the storage of semantic lesetigions (i.e., information)
and the performance of limited operations on these semanticpdesi In other words,
the semantic Web server component of a Cyber-Spider is capable of reasoning.

The third component of a Cyber-Spider is one or more information-cemmpiecations.
These applications are designed to take advantage of the resookedspby a number
of semantic Web services, enabling them to reason about the usefodressch service
as a core capability within a more sophisticated set of disceweategies. Moreover, the
application component is able to construct relationships among the atfonnrmodels of
different services, with the ability to integrate servicehaut requiring agreement on a
common information model.

With these three components Cyber-Spiders are at least riynegaipped to operate in
an Internet environment as autonomous software entities, capablscoiveting needed
services; accepting services from external offerers; prayidervices to external
requesters; gaining context through an internal information moderifomatically
reasoning about available information; extending their informati@dein during
execution; extending their service capabilities during executol, learning from their
collaborations.

The Cast of Players

Based on the scenario described in Fig.21, the TEGRID caslagérs includes six
semantic Web services: the Emergency Operations Bureau (BOBg Los Angeles
Sheriff's Department; several Local Sheriff Stations (L®3power Supply Organization
(PSO); a Traffic Control Organization (TCO); several RaResponse Teams (RRT);
and, a Los Angeles County Web Services Kiosk (WSK).

Fundamental to each player are three notions. First, each piggzates as an
autonomous entity within an environment of other players. Most, but not all ofother
players are also autonomous. This requires the autonomous playersdte teediscover
the capabilities of other players. Second, each autonomous pésyarsense oftent to
accomplish one or more objectives. Such objectives may range feodesire to achieve
a goal (e.g., maintain situation awareness, coordinate the resmomsdinhe-critical
situation, or undertake a predetermined course of action followingdtwrence of a
particular event) to the willingness to provide one or more senticeother players.
Third, each player (whether autonomous or not) is willing to at teaperate with the
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other players. In some cases the level of cooperation wilhéxte a collaborative
partnership in which the partnering players contribute to the gusimment of a

common objective. In other cases the cooperation may be limited fday® providing

a service to another player, without any understanding or interése ireason for the
service request.

To operate successfully in such an autonomous Internet-based enviraar@Gsbier-
Spider player should be endowed with the following capabilities:

1. Subscribe to information from external sources (e.g., alerts, ontologyiergns
Accept subscriptions from external clients.

Dynamically change its subscription profile.

Extend its internal information representation.

Extend its own service capabilities.

Generate new agents for its own use.

Describe its own service capabilities to external clients.

Seek, evaluate and utilize services offered by external clients.

9. Provide services to external clients.

10. Describe its own (intent) nature to external clients.

The Cyber-Spiders in TEGRID are capable of demonstrating eighese ten desirable
capabilities. The ability of a Cyber-Spider to dynamicahlgroge its subscription profile,
while technically a fairly simple matter, was not implemented becaissaodt used in the
demonstration scenario. The ability of a Cyber-Spider to desdsbewn nature to
external clients, on the other hand, is technically a much moreuttiffiroposition. It
will require a Cyber-Spider to have an understanding of its palisos a collective
product of its internal information model and the relationship of that meille the
external world. At best this must be considered a challengsearch area that is beyond
the current capabilities of information-centric software systems.

© N o b~ 0w

The Capabilities

The objective of the TEGRID scenario is to demonstrate thedsg, extensibility,

collaboration, automatic reasoning, and tool creation capabilitiasdtributed, just-in-
time, self-configuring, collaborative multi-agent system inalha number of loosely
coupled semantic Web Services associate opportunistically and rateogg to

collectively provide decision assistance in a crisis managesikestion. Specifically,
these capabilities are defined as follows:

Discovery: Ability of an executing software entity to orient itself invatual
cyberspace environment and discover other software services.

Extensibility: Ability of an executing software entity to extend its information
model by gaining access to portions of the information model of another
executing software entity.

Collaboration:  Ability of several semantic Web Services to collaboratively
assist each other and human users during time critical decision-makieggesc

22



Office of Naval Research (ONR) Conference and Wawks Quantico, VA, Sep.8-9, 200/RESUSE]

Reasoning: Ability of a software agent to automatically reason about evants
near real-time under time critical conditions.

Tool Creation:  Ability of a semantic Web Service to create an agent to
perform specific situation monitoring and reporting functions.

The reasoning capabilities available in TEGRID are performedolftyvare agents that
are components of the players (i.e., the Cyber-Spiders). In other ,wagedsts are
predefined clients within player systems and perform inteumaitions that are necessary
for the particular player to deliver its services and/or aptisiits intent. The following
agents (i.e., collaborative tools) are available in the current TEGRID ireptation:

Risk Agent: Assists the Emergency Operations Bureau to identify high-
risk entities in the jurisdictional region of an activated Lo&&leriff
Station.

Deployment Agent:  Assists the Emergency Operations Bureau to
determine whether Rapid Response Team support is required for a
particular activated Local Sheriff Station.

Power Level Agent: Assists the Power Supply Organization to determine
if the electric power demand has exceeded supply.

Situation Agent: Assists the Emergency Operations Bureau to prepare
and update its Status Report.

Station Monitor Agent: Assists the Emergency Operations Bureau to
identify all Local Sheriff Stations that will experience povsackouts
during the current and next blackout cycle.

Status Agent: Assists a Local Sheriff Station to prepare and update its
Situation Status Report.

Local Station Agent: Assists a Local Sheriff Station to determine whether
sufficient local resources are available to deal with current conditions.

Scheduling Agent: Assists the Emergency Operations Bureau to assign
Rapid Response Teams and equipment to situations requiring their
involvement.

Incident Agent: Assists the Emergency Operations Bureau to monitor the
response to a particular situation supported by one or more Raisl
Response Teams.

Routing Agent:  Assists the Traffic Control Center to determine
alternative routes to a particular situation location.

Demonstration Summary

Since the complete TEGRID demonstration scenario has been ddsetgsvhere
(Gollery and Pohl 2002) it will suffice here to summarize sogpecal events and
automated reactions.

Orientation: The players orient themselves by accessing one or meaties
of available services and registering an information subscription prothethnase
services that they believe to be related to their intent (Fig.22).
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EOB registers subscriptions
ith all L5Ss and PRTs.

Finds address of Power
Supply Organization that
it was seeking.

Accesses the LA County
Web Services Kiosk.

Each LSS
registers a

subscription
with its RRT.

Discovers the Traffic
Control Organization.

|M.
N

Each LSS5 registers a
subscription with EOB.

Discovers all of the Local
Sheriff Stations.

Each RTT registers a
subscription with its LSS.

Fig.22: Orientation and discovery Fig.23: Information subscription

Subscription: The players access the services that they require to atheve
intent, register appropriate subscription profiles, and query fornraoon that
they believe to have a need for (Fig.23). For example, the Enogr@gperations
Bureau registers a subscription profile with each Local Sh8tdtion, which
includes all current police unit locations, mission completion eventsymsgion
events, and any information changes relating to the availalofitits Rapid
Response Teams. Then queries each Local Sheriff Stationl fimfcimation
relating to its Rapid Response Teams and extends its information. Roddly,
registers subscription profiles with each Rapid Response Teamoter Supply
Organization, and the Traffic Control Organization.

Collaboration: The Power Supply Organization first alerts its subscritie&tsa
rolling power blackout condition is imminent (i.e., will commence pedgiiaed
schedule within 15 minutes) and subsequently alerts its subscribers thalirige rol
power blackout has commenced. The Emergency Operations Bured) (EO
utilizes its Situation Agent to prepare the first version of ‘B@B Situation
Status Report’. Then alerts all Local Sheriff Stations, in whassdictions the
next scheduled set of blackouts will occur, to prepare for potentiabyaepht.
And, finally, warns the Rapid Response Teams assigned to assist the el S
Stations in whose jurisdictions the next set of blackouts are scdgdubecur, to
prepare for potential deployment. Consequently, all activated| LSlcariff
Stations utilize their Status Agents to prepare the firetiee of their ‘Situation
Status Reports’, the Local Sheriff Stations in whose jurisdictiennext set of
blackouts is scheduled to occur, prepare for deployment.

Demonstration Results

The objectives of the TEGRID project were three-fold. Firstexplore the primary
capabilities that would be required of semantic Web services topmeras largely
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autonomous decision-support components in a self-configuring, just-in-titedigent

decision-assistance toolkit of collaborating software agents. Setoddiermine if the
currently available information-centric software technology could su@ideast basic
(i.e., meaningful and useful) implementations of these required ééipabAnd, third, to

build a working experimental system that could serve as a teéstdvelonger term
research studies focused on the behavioral characteristics-obsgyjuring intelligent

systems in general, and the ability of such systems to deaspethfic kinds of dynamic
and complex problem situations.

The demonstration showed that, today at a base level of functionaditynathe near
future at a much more sophisticated level, a Semantic Web enviromilebé able to
support semantic Web services with the ability to: discover etkgkisting external
services; accept and utilize services from external offerprovide services to external
requesters; gain understanding through the context provided by armaintdormation
model; automatically reason about available information within theegt of the
internal information model; extend the internal information modelnduaxecution;
spontaneously generate new agents during execution as the needvfoapabilities
arises; and, learn from the collaborations that occur within the cyberspacmarent.
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